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ABSTRACT
In this paper, we introduce a two-step method for estimating the
strength of user-created graphical passwords based on the eye-
gaze behaviour during password composition. First, the individuals’
gaze patterns, represented by the unique fixations on each area of
interest (AOI) and the total fixation duration per AOI, are calculated.
Second, the gaze-based entropy of the individual is calculated. To
investigate whether the proposed metric is a credible predictor
of the password strength, we conducted two feasibility studies.
Results revealed a strong positive correlation between the strength
of the created passwords and the gaze-based entropy. Hence, we
argue that the proposed gaze-based metric allows for unobtrusive
prediction of the strength of the password a user is going to create
and enables intervention to the password composition for helping
users create stronger passwords.

CCS CONCEPTS
• Security andprivacy→Graphical / visual passwords; •Com-
puting methodologies → Model verification and validation; •
Human-centered computing→ Visual analytics;
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1 INTRODUCTION
Graphical user authentication (GUA) is a widely deployed alter-
native to alphanumeric passwords. GUA schemes lie under two
categories, based on the memory function they trigger: recognition
and recall. In recognition-based GUA schemes, users select a set
of images from a larger set to create a password (e.g., PassFaces
[Brostoff and Sasse 2000], DéjàVu [Dhamija and Perrig 2000]). In
recall-based GUA schemes, they create a drawing on a canvas (e.g.,
PassPoints [Wiedenbeck et al. 2005], Cued Click Points [Chiasson
et al. 2007]), with background images often being used as cues.

Researchers initially focused on the usability aspects of GUA
schemes aiming to provide quicker login services and easier to
remember passwords [Biddle et al. 2012]. However, the proposed
GUA schemes raised security issues, as their theoretical entropy
(i.e., an estimation of the password strength against brute-force
attacks) was lower than that of the alphanumeric password schemes
deployed in the market [Katsini et al. 2016]. To overcome these is-
sues, GUA schemes with similar entropies to those of alphanumeric
authentication schemes were proposed, but, analysis of the strength
of the user-created graphical passwords revealed that users make
predictable choices [Dirik et al. 2007; Salehi-Abari et al. 2008; Zhao
et al. 2015], as they often select images located at the top of the
image grid or they draw their passwords on salient points of im-
ages. To prevent users from making predictable password choices,
Bulling et al. [2012] proposed the use of saliency masks for hiding
salient points, Chiasson et al. [2007] proposed a scheme with multi-
ple successive images, where users were allowed to select a single
point per image. In their latest work, Chiasson et al. [2012] used a
view-port positioned randomly on the image to persuade the users
to select passwords less likely to include salient points. Thorpe et al.
[2014] used the drawing-the-curtain effect (i.e., gradually reveal the
image grid either from left to right or from right to left) to influence
users’ password choices.

The discussed research attempts modify GUA schemes and in-
tervene in the users’ decision-making process during password
creation. In addition, they could be exploited by attackers, as they
provide explicit knowledge of points that the users would not or
could not select. Given that selecting a graphical password is a
visual search activity, eye-tracking technology could enable the
prediction of the graphical passwords’ strength and influence the
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users towards better decisions, without revealing any information
about their choices. Despite that eye tracking has been used as an
input for GUA schemes [Best and Duchowski 2016; Bulling et al.
2012; Hoanca andMock 2006; Stobert et al. 2010] and in behavioural
biometrics authentication [Mock et al. 2012; Sluganovic et al. 2016],
to the knowledge of the authors, no research attempts have been
made to quantify the security of GUA schemes using eye-tracking
data. Hence, in this paper, we propose gaze-based entropy, a secu-
rity metric for GUA schemes based on the user’s visual behaviour
during password creation and we investigate whether it can be
used to estimate the strength of user-created graphical passwords.
We believe that knowing how much and for how long the user is
looking at images or points of images could provide a measure of
the maximum possible strength of a password the user will create.

2 GAZE-BASED ENTROPY
According to information theory, Shannon’s entropy for each avail-
able discrete random variable X is defined as:

H (X ) =
N∑
i=1

pi loд2

(
1
pi

)
(1)

In GUA, we define each discrete random variable, which can be
used as part of the password, as choice C . For example, when a user
is asked to select a picture from a set of pictures to create a password,
each picture is a probable choice C . In parallel to alphanumeric
authentication schemes, choice is equal to symbol (i.e. individual
character from a character set). In equation (1), pi is the probability
to select choice ci out of the N choices. Given that there is a specific
number of available choices, we define choice pool Cpool , which is
the number of the available choices. Therefore:

pi =
di

Cpool
,

Cpool∑
i=1
= 1 (2)

In equation (2), di is the distribution of pi acrossCpool . Equation
(1) computes the entropy of a single choice. Given that each graphi-
cal password consists of L choices (i.e., the length of the password),
the entropy of the password policy is:

H (P) =
L∑
j=1

Cpool∑
i=1

di
Cpool

loд2Cpool (3)

Equation (3) applies for passwords of non-unique choices (i.e.,
a choice can be used more than once as part of the password). In
case the password policy states that each choice can be used only
once in the password, the equation takes the following form:

H (P) =
L∑
j=1

Cpool∑
i=1

di
Cpool − u × (i − 1) loд2Cpool (4)

If the choices are unique, then u = 1, else u = 0. Equation (4)
applies for a single set S of choices. If there is more than one S of
choices (e.g., authentication in multiple screens), the equation is:

H (P) =
S∑

k=1

L∑
j=1

Cpool∑
i=1

di
Cpool − u × (i − 1) loд2Cpool (5)

Figure 1: The recognition-based (left) and the recall-based
(right) GUA scheme used in our feasibility studies.

Focusing on the eye-gaze behaviour of the users, we define the
Cpool as the number of the fixated choices, as a choice can be used
in a password once it has been fixated by the user. For example, if
a GUA scheme requires a user to select an image out of twenty im-
ages, and she/he fixates on six of them, then Cpool = 6. Given that
fixation duration is correlated to cognitive processing [Irwin 2004;
Raptis et al. 2018] and that people who produce longer fixations to
segments tend to select them [Raptis et al. 2017], di represents the
total fixation duration on the choice ci . Adopting these modifica-
tions, equation (5) is now a gaze-based metric, which represents an
estimation of the graphical password strength in terms of entropy:
gaze-based entropy.

3 FEASIBILITY STUDIES
To evaluate the proposed gaze-based entropy towards the user-
created password strength, we performed a correlation analysis be-
tween the gaze-based entropy and the created passwords’ strength
for a recognition-based and a recall-based GUA scheme. The null
hypotheses of our studies are:

H01 The gaze-based entropy is not correlated with the graphical
password strength in a recognition-based GUA scheme;

H02 The gaze-based entropy is not correlated with the graphical
password strength in a recall-based GUA scheme.

3.1 Methodology
3.1.1 Graphical user authentication schemes . As a recognition-

based GUA scheme (Fig. 1:left), we used the one presented in [Belk
et al. 2017], which is based on well-known recognition-based GUA
schemes, such as DéjàVu [Dhamija and Perrig 2000], PassFaces
[Brostoff and Sasse 2000] and ImagePass [Mihajlov et al. 2011]. To
create a graphical password, the user must select 5 unique images
from a set of 120 images. Hence, the parameters of equation (5) are:

L=5: the password consists of five images;
u=1: the images can only be used once;
S=1: all images are presented in one screen.

Cpool and di are calculated for each user, based on the number
of unique fixated images during password composition. Hence,
equation (5) takes the following form:
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H (P) =
5∑
j=1

Cpool∑
i=1

di
Cpool − (i − 1) loд2Cpool

As a recall-based GUA scheme (Fig. 1:right), we used a scheme
similar to Windows Picture Passwords [Sinofsky 2011]. A back-
ground image is selected as a cue and the user must draw three
gestures (taps, lines or circles) on the image to create a graphical
password. The background image is divided in 100x100 segments
and there is a tolerance of 36 segments around each segment when
reproducing a password. The parameters of equation (5) are:
L=3: the password consists of three gestures;
u=0: each segment can be re-used for another gesture;
S=1: all the gestures are drawn in one screen.
Cpool and di are calculated for each user, based on the number

of unique fixated segments and the number of available gestures
for each fixated segment. Equation (5) takes the following form:

H (P) =
3∑
j=1

Cpool∑
i=1

di
Cpool

loд2Cpool

3.1.2 Participants. For the recognition-based GUA scheme, we
recruited 109 individuals (50 females), ranging in age between 18
and 47 years (m = 30.5; sd = 7.3). For the recall-based GUA scheme,
we recruited 36 individuals (16 females), ranging in age between
22 and 38 years (m = 31.7; sd = 6.1). The participants had diverse
educational and professional profiles (recognition-based GUA: 28
undergraduate students, 36 postgraduate students, 45 profession-
als; recall-based GUA: 13 undergraduate students, 19 postgraduate
students, 4 professionals). For both studies, we communicated the
research via posting flyers on bulletin boards at various places on
the campus, and directly contacted acquaintances of the research
team. All recruited participants had no vision problems, or wore
glasses, and had no prior experience with GUA.

3.1.3 Password strength metrics. To measure the created graphi-
cal passwords’ strength, we adopted password guessability. For the
recognition-based GUA scheme, we used a brute-force approach by
checking all possible combinations of graphical passwords compris-
ing of five unique images starting from the upper left of the image
grid and traversing it row by row. For the recall-based GUA scheme,
wemeasured password strength, using a brute-force approach based
on the attention points of each background image, as discussed
in Sadovnik and Chen [2013], Zhao et al. [2015], and Katsini et al.
[2018b]. The brute-force algorithm started from the segments cover-
ing the attention points, next, checked the neighbouring segments,
and finally checked the rest of the image segments. In both cases,
the password strength was measured in number of guesses required
to crack a password.

3.1.4 Apparatus. To capture the eye movements, we used Tobii
Pro Glasses 2, which captures data at 50Hz. To process the raw data
and extract the fixations, we: a) used a customized velocity threshold
identification (I-VT) algorithm, with minimum fixation duration
set to 80ms, as it is accepted to use fixations shorter than 100ms,
when analysing visual scene perception [Velichkovsky et al. 2005];
b) we mapped the fixations on each GUA picture using the mapping

Table 1: Pearson’s correlation analysis between the pass-
word strength and the gaze-based entropy.

GUA Participants Password strength Gaze entropy
Recognition
based N = 109 m = 10.58, sd = 5.93

(in billion guesses)
m = 26.76, sd = 4.24

(in bits)
Correlation: r = .823,p < .001, t(107) = 14.986

Recall
based N = 36 m = .187, sd = .094

(in million guesses)
m = 54.86, sd = 12.58

(in bits)
Correlation: r = .718,p = .017, t(34) = 6.015

Figure 2: Scatter-plots for the recognition-based (left) and
the recall-based (right) GUA scheme.

function of Tobii Pro Lab; c) we matched each mapped fixation to an
AOI (recognition-based: an image-option; recall-based: a segment)
using a self-developed Python script. To create their passwords, the
study participants used a Samsung Galaxy Tab S2 tablet computer
with a 9.7" monitor at a screen resolution of 2048x1536 pixels.

3.1.5 Experimental design and procedure. Each participant vis-
ited our lab at an agreed date and time. The participants were
informed about the collected data during the session and provided
their consent. To avoid bias effects, they were not given any details
on the research objective. The procedure involved the following
steps: a) the participants were introduced to the task and familiar-
ized with the eye-tracking equipment. Participants wearing glasses
wore the eye-tracking glasses on top of their glasses; b) the eye-
tracking calibration process followed; c) the participants created
a graphical password using the recognition-based scheme (or the
recall-based scheme); d) the participants were distracted for about
20 minutes performing GEFT [Oltman et al. 1971] (a hidden figures
activity); e) they used the password they created to log-in and an-
swer a short questionnaire on demographics (we included this step
to ensure users did not create the passwords randomly; all partici-
pants remembered their passwords); f) an informal discussion on
how the participants created their graphical passwords took place.

4 RESULTS AND DISCUSSION
To investigate H01 and H02 we performed Pearson’s Product Mo-
ment correlation tests, between gaze-based entropy and password
strength. Preliminary analyses in both GUA schemes revealed a lin-
ear relationship with both variables normally distributed (Shapiro-
Wilk’s test: p > .05), and there were no outliers. The analysis
revealed a strong positive correlation between gaze-based entropy
and password strength for both the recognition-based (r = .823,p <
.001) and the recall-based (r = .718,p = 0.017) GUA scheme (Table
1; Fig. 2). In both cases, the higher the gaze-based entropy a user
has, the stronger graphical password she/he creates. However, a
stronger correlation for the recognition-based passwords than the
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recall-based passwords was revealed, which could be due to the
tolerance introduced to the recall-based scheme. An example of
low and high entropies is depicted in Fig. 3.

Gaze-based entropy provides an estimation of the users’ avail-
able choices based on how many AOIs have been explored and
for how long, and adapts to GUA policies. Hence, it is a valuable
tool for security experts for calculating the practical security of
a GUA scheme, which is often essential for comparing the GUA
scheme with other authentication schemes (e.g., alphanumeric) and
deciding which alternative is a better fit for securing a service.
The service providers can leverage the proposed metric to provide
adaptive and/or assistive mechanisms, such as the one proposed
by Katsini et al. [2018b], to increase the probability that the users
will create strong passwords, without intervening in the password
creation task. For example, the service provider could set a thresh-
old for the gaze-based entropy which the users must reach before
they can start creating their password. This is an unobtrusive way
of influencing the users towards better password decisions, com-
pared to the password strength meters that require the user to enter
the password and then provide a strength estimation, which may
negatively influence the user experience [Ur et al. 2012].

The proposed metric could be used to make the passwords proof
to eye-tracking attacks, by guiding users to explore a larger part of
the password space. Combining this with other mechanisms (e.g.,
draw-the-curtain effect [Thorpe et al. 2014], gaze-based saliency
masks [Katsini et al. 2018b]) could discourage users from select-
ing identifiable patterns, making the selected passwords to also
hold against dictionary attacks. The proposed metric does not hold
against capture attacks (e.g., shoulder surfing), but it can be used as
part of a multi-factor authentication scheme, where the authentica-
tion process not only requires the user to enter the password but
the user’s visual behaviour is also considered a part of the secret.

To optimise the password strength estimation, other gaze-based
metrics could be used complementarily. For example, combining
our metric (i.e., how many AOIs are explored and for how long)
with Krejtz et al. [2015] entropy (i.e., how attention shifts and is
distributed between AOIs) could not only guide users to explore a
larger part of the password space but also to distribute their atten-
tion more equally among the AOIs. This would provide insights on
how people explore the password space and enable the design of ap-
propriate run-time assistive and/or adaptive mechanisms, tailored
to the users’ characteristics and preferences [Katsini et al. 2018a].
Hence, our future steps include: a) investigating the correlation
effect when combined with other gaze-based metrics (e.g., scan-
paths [Eraslan et al. 2016b], transition entropy [Krejtz et al. 2015])
aiming to consider them as building factors of an optimized eye-
gaze based password strength prediction tool, and b) measuring the
effect in other threat models. Both will contribute towards building
a more accurate and inclusive real-time gaze-based estimator of the
graphical passwords’ strength, which could guide the users towards
making less predictable graphical passwords.

4.1 Limitations
While we made efforts to maintain our studies’ validity, some de-
sign aspects of our experimental study introduce limitations. The
sample size was rather small, especially for the recall-based scheme,

Figure 3: Gaze plots of a user who created a weak pass-
word/low entropy (left), and a user who created a strong
password /high entropy (right) when using the recognition-
based GUA scheme.

considering that more than 50 participants are typically required
to draw clearer conclusions for visual search tasks [Eraslan et al.
2016a]. However, the statistical tests met all the required assump-
tions. Regarding the approach used to crack the created passwords,
it could not be applied to commercial GUA schemes, like Windows
Picture Pass, given that they typically allow for a specific number
of wrong password guesses (e.g., up to five guesses) before an al-
ternative scheme (e.g., alphanumerical) is required. The guessing
algorithm we used was simple, but the aim of the studies was not
to create and test another cracking algorithm, but instead, use this
as a valid approach for measuring and comparing the strength of
a given set of passwords. Despite the limitations, we expect that
similar effects will be replicated in the contexts of different GUA
schemes, contributing to the external validity of our studies.

5 CONCLUSION
In this paper we introduced gaze-based entropy, a newmetric for cal-
culating an estimation of the strength of a graphical password based
on the eye-gaze behaviour of the user during password composition.
To explore the feasibility of the proposed metric, we conducted two
studies across two GUA scheme types. Results revealed a strong
positive correlation with the password guessability, confirming
our assumptions about the association between the strength of the
passwords and the user’s visual behaviour: the higher the gaze-
based entropy, the higher the chance the user will create a strong
password. Our metric provides a real-time quantification of the
estimated security of a graphical password based on the eye-gaze
behaviour during graphical password composition. Estimating the
graphical passwords’ strength is a challenging research endeavour
and this work could be the basis of an adaptive framework in GUA
for helping users make more secure password choices.
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